ELSEVIER

PII S1536-1632(02)00004-5

Molecular Imaging and Biology

Vol. 4, No. 3, 219-231. 2002

Copyright © 2002 Elsevier Science Inc.
Printed in the USA. All rights reserved.
1536-1632/02 $-see front matter

Iterative Image Reconstruction

for Clinical PET Using Ordered Subsets,
Median Root Prior, and a Web-Based Interface

George Kontaxakis, PhD?', Ludwig G. Strauss, MD?,
Trias Thireou, MS?, Maria J. Ledesma-Carbayo, MS',
Andrés Santos, PhD!, Sotiris A. Pavlopoulos, PhD?, Antonia Dimitrakopoulou-Strauss, MD?
"Technical University of Madrid (UPM), Department of Electronic Engineering, Madrid, Spain;

2German Cancer Research Center (DKFZ), Division of Oncological Diagnostics and Therapy, Heidelberg, Germany;
*National Technical University of Athens (NTUA), Biomedical Engineering Laboratory, Athens, Greece

Purpose: The development, implementation and validation of simple, flexible and efficient
iterative image reconstruction (IIR) methods for their take-up in routine clinical positron
emission tomography (PET) static or dynamic studies.

Procedures: The ordered subsets (OS) technique applied for the acceleration of the maximum
likelihood expectation maximization (MLEM) IIR algorithm is here extended to include the
weighted least-squares (WLS), image space reconstruction algorithm (ISRA) and the space al-
ternating generalized EM (SAGE). The median root prior (MRP) has been successfully applied
as a Bayesian regularization to control the noise level in the reconstructed images. All methods
are implemented on distributed Pentium systems and tested using simulated PET data from a
brain phantom. A Javascript is used for the initiation of the reconstruction.

Results: Taking into consideration the image quality and the time required for the recon-
struction, the MRP-OSEM (ordered subsets expectation maximization) seems to provide best
results after four to eight iterations, with four subsets and a MRP coefficient of 0.2-0.4. Itera-
tive reconstruction of the transmission images with OS-acceleration and MRP regularization
with subsequent calculation of the attenuation correction factors (ACFs) is shown to effectively
remove streak artifacts in the emission images, especially along paths of high attenuation.
Conclusions: An efficient implementation using distributed processing principles and a web-
based interface allows the reconstruction of one frame (with 63 cross-section slices) from a dy-
namic determination in few minutes. This work showed that regular PC systems can provide fast
execution and produce results in clinically meaningful times. This eradicates the argument of the
computational burden of the method that prevented the extensive use of IIR in today’s modern
PET systems. (Mol Imag Biol 2002;4:219-231) © 2002 Elsevier Science, Inc. All rights reserved.
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Introduction

n emission tomography, images are obtained from
a reconstruction process using a set of measured
projections of the object or the patient examined.
Iterative image reconstruction (IIR) methods have
been lately proposed as alternatives to the conventional
Fourier-based methods (traditionally used in X-ray
computed tomography, CT). IIR techniques, despite
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their high computational cost, are becoming more and
more popular, as they are shown to produce images of
better contrast and signal-to-noise ratio than the con-
ventional filtered back-projection (FBP).!”® The elimi-
nation of the streak artifacts* of the FBP with the use of
iterative methods minimizes false-positive® as well as
false-negative results, when lesions are situated in the
vicinity of hot organs (such as the bladder). Further-
more, IIR algorithms have been shown to produce su-
perior results than other conventional methods in other
fields of imaging science and not only for the specific
case of emission tomography.®

Until recently, the high computational cost and the dif-
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ficulty in controlling noise in the reconstructed images
have not allowed the practical application of IIR in the
clinical routine. Parallel implementations of the most
popular IIR techniques have been proposed on dedicated
architectures.” ' Although the computational efficiency
has been significantly improved, the main disadvantages
in the practical implementation of these approaches are
their platform-dependency, high development and main-
tenance costs for their clinical use. The idea of distributed
processing on a cluster of workstations becomes increas-
ingly popular.! The main benefit of this approach is that
a computationally intensive reconstruction task can be
distributed on all the available computing capacity. In ad-
dition, local failures can be better tolerated in the context
of distributed processing, as each reconstruction task is an
independent process running on a system that depends
only on the smooth functioning of the server and not on
the rest of its clients.

Reconstruction task is the reconstruction of all stud-
ies (dynamic, multi-bed, multi-tracer) performed on all
patients examined in one day. This task can be divided
in subtasks, each of which refers to the iterative recon-
struction of all time frames acquired at one bed posi-
tion and with one tracer for one patient. Each subtask
can be assigned to one of the available processors. The
simultaneous use of several such processors that other-
wise idle or carry out non-computationally intensive
tasks, creates a quasi-parallel processing of all the avail-
able data to be reconstructed.

In this context, several IIR methods [maximum likeli-
hood expectation maximization (MLEM'*"?)| weighted-
least squares (WLS'*), image space reconstruction algo-
rithm (ISRA') and space alternating generalized EM
(SAGE!®)] are efficiently applied here for regular clinical
use on distributed Pentium platforms, after initial testing
on simulated brain phantom positron emission tomogra-
phy (PET) data. The excellent computational capabilities
of last-generation personal computing (PC) systems based
on Pentium, or similar processors, and the large number of
them usually available in a nuclear medicine department,
make their use in carrying out tasks such as IIR quite ap-
pealing. The recently proposed ordered subsets (OS)'7
technique significantly accelerates the MLEM method
[OSEM (ordered subsets expectation maximization) al-
gorithm] and is here extended to the rest of the imple-
mented IIR methods. These are also combined with a
Bayesian technique'® (median root prior, MRP) based on
the one-step-late!? approach, which employs a median fil-
ter regularization and efficiently removes noisy patterns,
typical in images reconstructed with iterative algorithms
based on probability methods after a large number of iter-
ations,' without blurring the locally monotonic struc-
tures.?

Although the methods presented here are applied to
two-dimensional (2D) sinograms, their application to
three-dimensional (3D)-acquired PET data is straightfor-

ward. The most popular 3D protocols for IIR employ 2D
rebinning of the 3D sinograms, using algorithms such as
the Fourier Rebinning (FORE)?' and then apply 2D al-
gorithms to the rebinned sinograms. Therefore, recon-
struction times for 3D PET data using FORE do not
significantly differ from the ones reported here for 2D
PET data, since the additional tasks of Fourier trans-
form and rebinning do not require significant compu-
tational effort and time. Recently published results?*
have verified that application of FORE+OSEM does not
show apparent image degradation compared with 3D-
OSEM implementations.

Some manufacturers of PET scanners recently started
to include in the software of their systems some IIR
modules, mostly based on a simple version of the OSEM
algorithm. The users, however, do not have the oppor-
tunity to easily change the various reconstruction pa-
rameters and optimize them to their acquisition protocols.
Furthermore, they lack the flexibility to try different meth-
ods and easily change parameter sets in order to obtain
valuable insight on the iterative techniques that become
another black box for the average clinical user at the
end. The danger in such cases is the application of iter-
ative reconstruction for better images, but with the in-
appropriate parameter set and methods (commonly set
during the installation of the PET scanner or the new
software version and unchanged since then) the real
outcome sometimes is bad images. In this paper, an
integration of already existing IIR techniques is pre-
sented, implemented on a distributed network of com-
mon workstations, evaluated and validated on simulated
and clinical PET data sets. The end-result of this work is
a tool for the clinical physicians and scientists to easily
understand, use and manage iterative image reconstruc-
tion in the daily routine of their nuclear medicine clinic.

The main focus of this manuscript is the presentation of
an efficient and flexible implementation of IIR for PET,
using distributed PC workstations, in an effort to bring IIR
to the desktop of the physician and scientist at a PET Cen-
ter with clinical orientation. All methods are carefully vali-
dated and evaluated using simulated PET data and then
real clinical data sets. These investigations also provide sig-
nificant results on the properties of the MRP and OS tech-
niques in IIR and also reveal the importance of iterative
attenuation correction for the accurate calculation of the
attenuation coefficients for low-count emission studies.

The manuscript is organized as follows: In the follow-
ing section are presented the methods implemented
and their further development in the framework of this
project, along with the major figures of merit used for
the evaluation and validation of these techniques. A sep-
arate section is dedicated to their implementation on
distributed platforms, entering in some detail in order
to give a clear description of each step and allow the im-
mediate take-up and application of the techniques pre-
sented in the clinical routine of an average PET unit.
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The methods used for the calculation, storage and re-
trieval of the transition matrix are also presented in de-
tail, as they represent the key for the fast and efficient
implementation of IIR. The Results section first pre-
sents a validation of the methods developed and imple-
mented with the use of simulated PET data from the
Hoffman Brain Phantom, in order to justify their appli-
cation on real PET patient data. The clinical evaluation
includes an investigation on the selection of the best set
of parameters for the IIR of data obtained by a typical
PET acquisition protocol from the PET Center partici-
pating to this work. The time performance of the im-
plementation of the presented techniques is given in
the same section, together with the discussion of the
major findings that are also summarized in the Conclu-
sions section.

Methods

Iterative image reconstruction methods with Bayesian
prior typically update the value of voxel 7 in the image
vector x at the k" iteration according to the following
multiplication scheme:

A= D AR D s 9T (1)

where [ is the total number of voxels and M® and C®
are the vectors of the regularization prior (here MRP)
and voxel-update coefficients respectively at the k™ iter-
ation. The elements of the vector of MRP coefficients
are calculated according to the following scheme:

(b _ (B 1
]\/ng) _ (1 +Bxl- med(x; ,z)] )

med( xgk),i)

where med(x,7) is the median over a neighborhood of
the voxel i. In the implementation presented here a
3 X 3 median filter is used. The term 3 represents the
prior weight and ranges from 0.0 to 1.0.

The updating coefficients C* are calculated using the
vector y of the measured sinogram data and the forward-
projection of the estimated image vector x® to the data
space, using a projector operator P and vice-versa (from
the data space to the image space) with its transpose PT.
The MLEM, SAGE, WLS, and ISRA techniques employ
different schemes involving the projection-backprojec-
tion operator P to compute the correction coefficients,
as shown in the following equations :

MLEM: ¢* = PT[y/P[x™]] (3)
SAGE: ¢ = P'[y/P[x"]] (4)
where P[x®] is continuously updated
wLs: ¢® = PT[(y/P[x® %] (5)
1srRA: ¢ = P"[y]/P"[P[x]] (6)

Applications of iterative techniques based on probability
methods for image restoration and reconstruction have
been reported since the early 1970s, both in general
framework,?* as well as for specific applications, like as-
tronomy.” Later, the maximum likelihood (ML) ap-
proach for image reconstruction in emission tomography
was introduced by Rockmore and Macovski in 1976.%°
This was followed by the presentation of the general
mathematical statistics framework of the expectation-max-
imization (EM) algorithm by Dempster et. al in 1977.27 A
practical implementation of the MLEM algorithm to the
problem of image reconstruction in PET has been pre-
sented by Shepp and Vardi in 1982'? and extended to the
transmission case by Lange and Carson in 1984."3

The MLEM algorithm provides an iterative formula
to solve the problem of image reconstruction in emis-
sion tomography. It maximizes the probability (likeli-
hood) of observing the given counts in the coincidence
detector tubes if the true activity distribution in the source
is X, under a Poisson probability model for the positron
emissions. This probability is expressed in the formula-
tion of the projector operator P as a transition law be-
tween the data and the image space. It is described by the
elements a(i,j) of the transition matrix, as the probability
for an annihilation event in the area covered by voxel i to
be registered in the line-of-response (LOR) j.

The SAGE algorithm'® uses the forward projection of
the image estimate to calculate the correction factors
(according to the MLEM scheme) for the update of one
or a selected subgroup of image voxels during one itera-
tion. The ISRA has been proposed' in order to recon-
struct data from a tomograph with a spatially variant
point spread function. The ISRA was later found® to
converge to a non-negative solution of the least-squares
estimator of the emission densities, provided that a strictly
positive starting point is used. The WLS algorithm has
been recently proposed'* in order to improve the conver-
gence rate of IIR compared to the MLEM algorithm.
Other formulations for iterative image reconstruction
based on weighted least-squares exist,?*’ but in this pa-
per the WLS algorithm refers exclusively to the formu-
lation expressed in Equation 5. To the knowledge of
the authors, however, none of these three algorithms
has been applied to clinical PET data, apart from the re-
search publications referring to these methods.

Slow convergence rate is one of the major drawbacks
of IIR algorithms, like the MLEM. This means that it
takes several iterations to reach the maximum, or at
least a near-maximum value, of the objective function
(likelihood).?! Another problem associated with this is-
sue is the lack of a robust stopping rule that can dictate
the termination of the iterative process, although some
attempts have been made in the past towards this direc-
tion.*?* This is mainly due to the fact that direct im-
plementation of the MLEM algorithm or other similar
ones is inherently unstable and statistical noise is added
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to the reconstructed images as the iterations proceed.!
To remedy this situation, Bayesian approaches,® such
as the MRP method used here, have been proposed as
an alternative to the early stopping of the iterative pro-
cess and possible postreconstruction filtering and smooth-
ing of the images.

Transmission scans are usually associated with emission
tomography studies, as they are used to obtain an esti-
mation of the attenuation properties of the body under
investigation. Iterative reconstruction of the transmis-
sion images also shows significant improvement in im-
age quality and accuracy of the estimation of the
attenuation correction factors (ACF) in comparison
with the conventional FBP methods applied in other
transmission tomography modalities. The emission
sinograms are then multiplied pixel-by-pixel with the
ACF values calculated based on a pair of transmission
scans, with and without the patient on the bed of the
tomograph, and with the use of the external radioactiv-
ity sources mounted on the scanner for this purpose.

The iterative gradient algorithm (GA)?*® for the re-
construction of the transmission images has been used
here. This is mainly because of the simplicity in its for-
mulation and implementation and its reported satisfac-
tory performance.’” The MRP method can be also applied
for the case of transmission image reconstruction. If
is the attenuation parameter vector, its update at the k"
iteration according to the MRP-GA is given by:

#gk) _ ]\/ng—l). C(ik—l)"ugk—l) 7
where the MRP vector M® is calculated as described in
Equation 2, by replacing the image vector x® with the
vector of the attenuation parameters p®. The updat-
ing coefficient C® for the case of GA is given by:

-pu™
(8)

In the above equation yy and yg are the transmission and
blank scan sinogram data vectors respectively. If the atten-
uation parameters are known, the ACFs can be computed
from the expression ePltl whereas the conventional
method employs the smoothed ratio yg / yr. The imple-
mentation described in the next section provides the user
with the option to select either the conventional method
for attenuation correction or the correction of the emis-
sion data after iterative transmission image reconstruction.

Ordered subsets acceleration of the MLEM reduces
the number of iterations needed by a factor equal to
the number of subsets used, while maintaining the im-
age quality when the number of subsets is not too high.
This has been initially shown by Hudson and Larkin
in 1994'7 and later verified by various experiments by
other scientists,” thus working towards the application
of IIR in clinically meaningful times. The OS technique

T

c® = Py 1/P 1y 1, wherey” =yg-e

has been widely adopted by the imaging community
and an extensive literature already exists on this kind of
block-iterative reconstruction methods,” permitting a
detailed knowledge of the statistical properties of such
methods, the proper subset selection,* etc. As in the
case of the application of the OS technique in emission
tomography, it has been shown that the same approach
speeds up the increase in the objective function by roughly
the number of subsets in the early iterates when compared
to the ordinary transmission image reconstruction algo-
rithms.*' Recent work* has also demonstrated the effi-
ciency of the MRP technique in improving image quality
for low-count transmission images reconstructed with
the OSEM algorithm for the transmission case. Parallel
implementations of the OSEM method on distributed
processors have been also presented.* The OS tech-
nique is here extended to the other IIR methods and,
in combination with the Bayesian prior, the new algo-
rithms MRP-OSWLS (ordered subsets weighted least-
squares), MRP-OSISRA (ordered subsets image space
reconstruction algorithm), MRP-OSSAGE (ordered
subsets space alternating generalized expectation maxi-
mization), as well as the MRP-OSGA (ordered subsets
gradient algorithm) for the transmission case are devel-
oped, implemented and evaluated on static and dy-
namic PET determinations.

An ECAT EXACT HR+ (CTI/Siemens, Knoxville,
TN) tomograph was used for the patient studies. A model
of this camera is created and its basic configuration is
used in order to calculate the values of the transition ma-
trix. The tomograph delivers images in 63 planes (32 di-
rect and 31 cross-planes) and has an axial field-of-view
(FOV) of 15.5 cm. It is constructed using four rings of
72 8 X 8 BGO detector blocks. Each of its 32 rings con-
sists of 576 individual detector crystals, each of dimen-
sions 4.39 X 4.05 X 30 mm® and images a transaxial FOV
of 56.2 cm. A typical dynamic study is composed of 23
frames acquired for 60 minutes, immediately following
intravenous injection of 2-deoxy-2-['*F]fluoro-D-glucose
(FDG): 10 frames of 60 seconds, five frames of 120 sec-
onds and eight frames of 300 seconds. A total of 1449
slices are reconstructed from the dynamic series. Besides
the dynamic acquisition, additional static emission scans
are performed for up to three different bed positions
around the main position of the dynamic measurement.
All emission acquisitions are preceded by transmission
scans (10-minute dynamic scan, 5-minute post-injection
for the static scans) for the attenuation correction.

The figures of merit (FOM) used in the comparative
studies of the reconstructed images are the noise, the
contrast, the signal-to-noise ratio (SNR) and the recon-
struction time. The noise is calculated as the ratio o /
Wr Where o, and g are the S.D. and the mean of the
values of 500 randomly selected pixels in a region-of-in-
terest (ROI). The contrast is measured as: CR=(R-B)/B,
where Rand Bare the summed activities of 500 randomly
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selected pixels of a region and its background respec-
tively. The SNR is calculated as: SNR =CR / (0 / vp).

The IIR methods implemented, including the appli-
cation of Bayesian priors, produce non-negative images
(no voxels contain negative values), but not all of them
show the self-normalization property, characteristic of
the MLEM algorithm. Therefore, a normalization step
is performed at the end of each reconstruction task in
order to obtain quantitative images. Since the current
implementation represents a direct clinical application,
the standard uptake values (SUVs) displayed are there-
fore independent of the reconstruction method selected
and only depend on the inherent noise and convergence
characteristics of the IIR method applied for each case. A
detailed study on the effects of the reconstruction param-
eters of the same methods presented here on the SUVs
for clinical cases has been recently presented by Strauss
etal.*

Implementation
The Concept of “Quasi-Parallel” Processing

The implementation is performed using C/C++ on
Pentium (Intel Corp., Santa Clara, CA) systems under
Windows NT* (Microsoft Corp., Redmond, WA). After
acquisition all patient data are transferred from the con-
sole of the tomograph to a Windows NT 4.0 PC server
using file transfer protocol (FTP). IIR reconstruction
and further analysis of the collected sinograms are car-
ried out on a separate local network of PCs,** typically
available on the desktops of the members of a PET group
in a clinic. In this way, the tomograph’s console and its
client workstations are not loaded with reconstruction
and other post-processing tasks.

The IIR software is manually started as an indepen-
dent process on any available workstation (client) with
access to the patient database on the NT server. All
clients are connected to the NT server using TCP/IP.
Most of the clients used for the experiments described
here run Windows (95/98/NT4.0/2000) operating sys-
tems. Successful tests, however, have been carried out
using BeOS V4.5 (Be Inc., Menlo Park, CA) and Linux
SuSE 6.2 (SuSE GmbH, Niirnberg, Germany). All data
given in the Results section regarding the performance of
the iterative reconstruction schemes are carried out on
Windows NT 4.0 workstations.

Instead of asking on-line for data, each process regu-
larly checks a dedicated queue on the server for a re-
construction task (or subtask, as explained in the previous
section). The user introduces a reconstruction task for a
desired patient study to this queue using a Web-based in-
terface. This can be accessed through the Internet at:
http://www.dkfz.de/pet/itmail5.htm. This allows the
user to submit a reconstruction request at any time and
from any workstation with access to Internet, without

direct interaction with the running code. When the
Web form is completed and submitted, the parameters
selected are transferred to the queue on the reconstruc-
tion server via SMTP (as an e-mail message) and stored as
new tasks. To avoid execution of unauthorized requests,
the server recognizes only reconstruction requests sent by
authorized users. When a new valid request arrives, the
next available workstation undertakes the task. In case
no workstation is available upon the arrival of the re-
quest to the reconstruction queue, this request is stored
firstin first-out at that queue. A quasi-parallel scheme is
hence achieved, since several requests can be executed at
the same time, as many as the number of different in-
stances of the IIR software that are active at that moment
on the operating workstations available on the subnet.

Except for the launch and termination of the recon-
struction software on each workstation and the submis-
sion of the reconstruction parameters via the Web in-
terface, all other processing is carried out automatically
and does not require the interaction of a user at any mo-
ment. During the performance of a specific reconstruc-
tion task, all calculations and temporary data storage are
done on the executing client workstation. Upon success-
ful completion of each requested task, the image data
are stored back to the database with the patient data and
all temporary data files deleted from the client. In case
the reconstruction is not successfully completed, a mes-
sage is issued and stored at a separate dedicated queue
on the reconstruction server. The administrator can then
rectify the problem and re-submit the request.

The use of distributed PCs in network within (or even
outside) the medical PET clinic makes optimal use of the
computing power of these systems that remains unused
while these either idle or are dedicated to simple secre-
tarial or basic communication (e-mail, Internet access,
etc.) tasks. In addition, the transfer of image reconstruc-
tion tasks to PCs removes the corresponding workload
from the tomograph’s console and associated workstation
network (typically limited to one to two Unix-based work-
stations). As a result, this minimizes potential problems
during the crucial phase of data acquisition and allows
better allocation of their computing capabilities to tasks
such as research and development activities.

The Transition Matrix

A major problem for an efficient implementation of IIR
methods using a projector operator P is the size of the
transition matrix. Since this is highly sparse, its non-—zero
elements are pre-computed using a Monte Carlo tech-
nique,® based exclusively on the geometric model of the
tomograph’s design and its field of view, and loaded dur-
ing the reconstruction using an efficient sparse-matrix
technique. All non-zero elements of the matrix are stored
in a static array. A lookup table keeps a counter of the
non-zero values for each pixel and eliminates the need to
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store the i- (voxel) coordinate for each element. The f
(LOR) coordinate, however, is still needed since for each
voxel a different set of LORs contributes to its non-zero el-
ements in the matrix. A 16-bit unsigned integer stores the
fcoordinate for each element. The value of the probabil-
ity a(i,j), typically ranging from .0001 to .001 for a 256 X
256 image grid size, can be encoded in a 16-bit unsigned
integer if multiplied by a factor of 10° and truncated. In
addition, very small values of the a(i,j) can be considered
as zero, without significant degradation of the quality of
the reconstructed images. Therefore, a significant
amount of memory and execution time is saved.

For ordered-subsets implementations with non-over-
lapping subsets, all non-zero elements related to one
subset are sequentially stored in memory, followed by
the elements related to the next subset. If N is the num-
ber of non-zero elements for voxel i for subset s (stored
in a look-up table), the structure of the memory where
the matrix is loaded for s non-overlapping subsets, is
shown in Figure 1).

All algorithms described above can be efficiently im-
plemented using the above matrix representation. For
OS-implementations using non-overlapping subsets, one
cycle is performed for each subset using the appropriate
memory segment that contains the portion of the transi-
tion matrix corresponding to the current subset.

The exclusive use of the geometrical characteristics
of the system in the calculation of the probability ma-
trix a(i,j) could lead to a significant reduction in the num-
ber of the non-zero elements of the matrix that need to
be stored, if the symmetry of a detector ring and an
image grid centered in it are considered.'” In this work,
however, the symmetry of the tomograph model was not
used in order to present an implementation that could
be easily expanded and applied to systems without cir-
cular symmetry or when other parameters are included
in the calculation of a(i,j). In addition, the unfolding of
the matrix in that case also increases the computational
effort with the necessary decoding calculations.

Direct zooming in the FOV during reconstruction is
also possible using a coarser grid for the area in the FOV

Voxels ——p
Subsets

v

.5-1

a(lji ) vy a(l

.5-1 .s-1
I’Nl,:-l)

outside the visible image grid. Iterative reconstruction
using transition matrix requires that reconstruction be
carried out over the whole FOV. In this way, all mea-
sured sinogram counts are distributed to the voxels. The
use of a transition matrix, however, does not require the
same size or shape for all voxels. The area between the
tomograph’s FOV and the visible image grid boundary is
divided in successive square frames (typically 20) of in-
creasing size and considered as individual voxels.*® Cur-
rently, supported zoom factors are 1.5 and 2.0.
Alternatively, one can always request a reconstruction
for the entire FOV and interpolate the reconstructed
slices to the desired zoom.

Results
Results from Phantom Simulations

In order to evaluate the performance of the algorithms
developed before applying them on real clinical cases, a
series of phantom simulation investigations have been
carried out. As a source, one slice of a 3D brain phantom
has been used. This phantom, also known as Hoffman
Brain Phantom,” simulates the activity distributions
found in the human brain for the case of PET. It was ini-
tially developed from a series of magnetic resonance im-
aging (MRI) scans taken at 7 mm intervals over a whole
brain. These images have been digitized and segmented
in two main activity areas representing the gray and
white matters. These are shown as two layers, with gray to
white ratios of 5 to 1. A third area with zero activity corre-
sponds to the ventricles and the background space.

For this study, slice 14 (there is a total of 18 slices in
the Hoffman Brain Phantom) has been selected as vir-
tual activity distribution within the FOV of one ring of
the ECAT EXACT HR+ tomograph (Figure 2A). A
Monte Carlo routine has been developed for the gen-
eration of Poisson distributed annihilation events un-
der ideal conditions (no attenuation, scatter or random
coincidences) in the active areas of the phantom, ac-
cording to the physics of positron emission. Each event

.1 .1 .1 .1 .1 .1
a(l, ]1,1)’ VARERRE a(l’]I,NU)’ JI,NU L a(]’ JI,N“)’ ‘]I’NI.I i
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Figure 1. The structure of the memory where the matrix is loaded for s non-overlapping subsets.
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Figure 2. All images are of size 256 X 256. (A) Phantom image (slice 14 of the Hoffman Brain Phantom); (B)—(D) reconstructed
images from noise-free sinogram data generated from the phantom activity distribution, using the OSEM method, four subsets
and no MRP, after eight, 32, and 64 iterations; (E) the color scales used for the display in Figures 2—4 (right bar for upper row,
left bar for lower row); (F)-(H) quantitative subtractions (difference images) of the reconstructed images shown in (B)-(D)
from the phantom activity distribution. Each of the groups (B)-(D) and (F)-(H) are displayed with the same window/level

thresholds, in order to be visually comparable.

produces a pair of y-rays that travel in exactly opposite
directions, which are assumed to be detected by the
scintillation detectors and correctly identified. At the
end of each data-generation experiment, the collected
counts are sorted into a sinogram of the same format used
by the ECAT software, ready for reconstruction. These

data are adequate for the initial evaluation of the IIR
methods implemented.

Figure 2 shows iteratively reconstructed images with the
OSEM method (four subsets) without MRP and for 8, 32,
and 64 iterations (results equivalent to 32, 128, and 256 it-
erations of the MLEM method, Figure 2B-D), from noise-

Figure 3. All images are of size 256 X 256. Reconstructed images from noise-free sinogram data generated from the phantom ac-
tivity distribution (Figure 2A), with the OSEM method, four subsets, MRP with 3 = 0.2 and (A) eight iterations, (B) 12 itera-
tions, (C) 16 iterations, and (D) 32 iterations. (E)—(H) Quantitative subtractions of the reconstructed images shown in (A)-(D)
from the phantom activity distribution. Each of the groups (A)—(D) and (E)-(H) are displayed with the same window/level

thresholds, in order to be visually comparable.
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free PET data (6,079,000 counts) generated with the
method described above. The characteristic speckled
noise added to the reconstructed images as the iterations
proceed is clearly visible, especially to the results after 32
and 64 OSEM iterations. The quantitative subtractions
(difference images, Figure 2F-H) of these results from
the initial activity distribution (Figure 2A) are also shown
and clearly depict the noise level introduced to the recon-
structed images, when the iterative procedure is carried
out for an excessive number of iterations.

The application of the MRP method aims to the effi-
cient control of the added noise without affecting the
image quality and its quantification characteristics. Fig-
ure 3 shows images from the same data set as the ones
shown in Figure 2, after 8, 12, 16, and 32 iteration steps
of the OSEM algorithm (four subsets) with the use of
the MRP with B = 0.2. The results show that the noise
has been efficiently removed from the reconstructed im-
ages (compare Figure 2C with Figure 3D) whereas edge
information is kept intact. The corresponding difference
images (Figure 3E-H) of these results from the phantom
image verify the elimination of noise. The error is still
larger at sharp edges, diminishing as the number of itera-
tions increases.

The other IIR methods examined here produce simi-
lar results, both visually and quantitatively. Figure 4
shows images reconstructed from the same data set and
with the same parameters as Figure 3C, using OSISRA
(Figure 4A), OSSAGE (Figure 4B), and OSWLS (Fig-
ure 4C). Even though the visual comparison of the
reconstructed images does not reveal marking differ-
ences between them, the quantitative subtraction of the
results shown in Figure 4 from the OSEM reconstructed
image (Figure 4D-F) clearly shows the underlying dif-
ferences in the convergence of each method. OSISRA
shows characteristic streak lines, due to the nature of the
algorithm. This updates the image vector based on ratios
of backprojections (Equation 6). OSSAGE does not sig-
nificantly differ from OSEM, whereas OSWLS shows
slight difference in noise (higher noise levels in high-
activity areas) characteristics. These differences, how-
ever, are visible only within a narrow window/level thres-
hold. Quantitative subtraction of the OSISRA, OSAGE,
and OSWLS images from the phantom image verify the vi-
sual resemblance of these results with the ones obtain
with the OSEM method (Figure 4G-I), where differences
are stronger near sharp edges.

Results from Clinical Application

The iterative image reconstruction methods have been
then applied to real clinical data from a PET dynamic
FDG liver metastasis study. Tables 1 and 2 show the re-
construction times for image sizes 128 X 128 and 256 X
256 on a Pentium II (450 MHz, 256 MB RAM). Recon-
struction times are shown in seconds without MRP for
one slice and with 1, 4, 8, or 16 subsets while keeping

OSISRA

Gl A <k
OSEM - OSWL

OSEM - OSISRA
)] ; (U]

OSEM - OS5AGE

Figure 4. All images are of size 256 X 256. Reconstructed im-
ages from noise-free sinogram data generated from the phan-
tom activity distribution (Figure 2A), after 16 iterations with
four subsets, MRP with B = 0.2 and the (A) OSISRA, (B) OS-
SAGE, and (C) OSWLS methods. (D)-(F) Quantitative sub-
tractions of the reconstructed images shown in (A)—(C) from
the image reconstructed with the same parameters using the
OSEM method (Figure 3C). (G)—(I) Quantitative subtrac-
tions of the reconstructed images shown in (A)-(C) from the
phantom activity distribution. Each of the groups (A)-(C),
(D)-(F), and (G)—(I) are displayed with the same window/
level thresholds in order to be visually comparable.

constant the product: (number of iterations) X (number of
subsets) = 64. The execution time for one iteration
(over all subsets) is given in subscript. These results
show that one to two seconds are required per iteration
and one complete plane (in this case from a static sino-
gram that resulted from the addition of the six last
frames of the dynamic study) can be reconstructed
within 0.5-1.0 minute (depending the image size and
the method selected). This makes possible the iterative
reconstruction of a complete sinogram from the tomo-

Table 1. Reconstruction times (seconds) for one slice of size
128 X 128 (in subscript for one iteration over all subsets) on a
Pentium II (Windows NT 4.0) at 450 MHz for image quality
equivalent to 64 iterations of MLEM

Subsets—Iterations

Methods 1-64 4-16 8-8 164
OSEM 97.4 4 75 05 4.0 5 2.2 06
OSISRA 96.9 4 7.8 05 4.2 5 2.3 06
OSWLS 97.4 04 75 05 4.0 o5 2.3 06
OSSAGE 49.4 4 12.9 o 6.7 0 3.6 90
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Table 2. Reconstruction times (sec) for one slice of size 256 X
256 (in subscript for one iteration over all subsets) on a
Pentium II (Windows NT 4.0) at 450 MHz for image quality
equivalent to 64 iterations of MLEM

Subsets—Iterations

Methods 1-64 4-16 8-8 16-4
OSEM 96.9 5 26.3 16 14.0 | 5 7.9 4,
OSISRA 96.4 5 27.8 ., 14.9 o 854,
OSWLS 96.8 5 26.2 | 4 14.1 5 8.0 5,
OSSAGE 176.3 o 46.1 54 24.0 5, 13.3 54

graph used in less than 35-45 minutes. Shorter recon-
struction times have been demonstrated, as expected,
with the use of faster Pentium platforms.** Trials of the
same methods under different operating systems
(Linux and BeOS) showed lower reconstruction speeds,
possibly due to the use of standard compilers of these
operating systems, without particular optimization
schemes on the compiled C code.

The efficiency of the implementation can be shown
by comparing similar results published in recent litera-
ture and with the use of similar PC equipment, where
0.85 s/iteration for the OSEM method are reported by
Toft* on image size 101 X 101, whereas here 0.4 s/iter-
ation are obtained for a larger image size of 128 X 128,
but also a somehow faster computing platform. All mea-
surements reported here are performed on PC systems
under Windows NT 4.0.

The OSEM, OSWLS, and OSISRA show similar per-
formance in execution times, whereas the OSSAGE
requires about twice the time for the same number of
iterations, as it required the reprojection of the image
vector to the data space after each pixel update during
one iteration. More recent modifications of the SAGE
algorithm (SAGE-3)* might provide better accelera-
tion factors and image quality. The application of the
MRP penalty after each iteration increases the reported
times by 10-15%.

For the selection of the most appropriate parameters
set (number of subsets and iterations and value of
the MRP coefficient B), the reconstructed images have
been quantitatively studied as a function of these fac-
tors on the same sample of clinical patient data from a
dynamic (23 frames) FDG-PET determination of a liver
metastasis. This has been a typical study (in terms of

measured counts, shape of imaged organ and image re-
construction protocol) in the clinical routine at DKFZ.
The last six frames (18 to 23) are summed up and slices
20 to 30 are reconstructed. In each study, two of the
three parameters are kept constant while the third one
varies. The constant values are four iterations, six sub-
sets, and B = 0.3.

When the number of iterations varies from two to 10,
the quality of the reconstructed images shows the typi-
cal deterioration with increasing number of iterations
for the OSSAGE, OSEM, and OSWLS methods, while
the OSISRA images keep improving up to 10 iterations,
but with subsequent increase in the reconstruction time.
The OSISRA shows, however, increased streak artifacts,
and blurs the body and ROI contours. Table 3 summa-
rizes these results and the MRP-OSEM and MRP-OSSAGE
algorithms seem to be the methods of choice when
(iterations X subsets) reaches the values around 24-30,
with the latter, however, being more computationally in-
tensive than the former, as shown above.

A similar determination using four and eight subsets
showed that an increasing number of subsets results in a
slightly lower image quality. This is expected, since the
number (4) of iterations is kept constant therefore the
quality of the resulting images with four subsets corre-
sponds to the result of 16 iterations without subsets.
With eight subsets the results are equivalent (in the
sense that one can consider equivalent the resulting
images from different reconstruction experiments
where the product (iterations X subsets) is constant'?) to
the ones obtained after 32 iterations without subsets.
Table 4 summarizes the results of this work. Once
again, the OSEM algorithm provides the best result.

The selection of the parameter B largely depends on
the specific algorithm used. Table 5 summarizes the re-
sults of an investigation performed by keeping the num-
ber of iterations and subsets constant and varying (3 from
0.1 to 0.9. The OSSAGE algorithm provides the best re-
sults with B = 0.3, but requires the longest reconstruction
time, whereas the OSEM algorithm provides similar re-
sults with 3 = 0.4 and requires the shortest reconstruction
time. In the literature, there is relatively little reference to
investigations for the proper selection of this parameter.
Seret™ evaluated the MRP-OSEM method for SPECT im-
age reconstruction and concluded that the Bayesian coef-
ficient should not exceed 0.3 in order to avoid loss or

Table 3. Image quality variations with the number of iterations (for six subsets with = 0.3)

Best Value Worst Value
Method Iterations Contrast SNR Iterations Contrast SNR
OSSAGE 4 1.172 0.940 10 0.916 0.708
OSEM 4 1.132 0.904 10 0.704 0.620
OSWLS 4 0.995 0.798 10 0.764 0.570
OSISRA 10 0.864 0.642 2 0.178 0.163
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Table 4. Image quality variations with the number of subsets (over four iterations with 3 = 0.3)

Best Value Worst Value
Method Subsets Contrast SNR Subsets Contrast SNR
OSSAGE 4 1.042 0.849 8 0.950 0.724
OSEM 4 1.067 0.862 8 0.893 0.681
OSWLS 4 0.971 0.798 8 0.760 0.568
OSISRA 4 0.320 0.288 8 0.540 0.445

resolution in the reconstructed images. Liow and Zhou™
arrive to a similar conclusion after a detailed study of this
Bayesian parameter, among others, on 3D PET data and
with different iterative reconstruction methods. The size
of the median filter is also of importance and is here main-
tained to the minimum size of 3 X 3. This is done in order
to avoid excessive blurring of the reconstructed images, as
well as to keep low the computational overload. To further
improve the quality and appearance of the reconstructed
images with MRP, Alenius and Ruotsalainen™ recently
proposed the use of a generalized class of MRP-type of pri-
ors, with the replacement the standard median by other
order statistics operations. These methods capture sharp
changes in piece-wise constant signals and preserve signal
features, while eliminating time high frequency noise.
These techniques have not been implemented in the
present work, as their application introduces further pa-
rameters and optimization investigations that complicate
the practical implementation of the methods presented
without significant contribution to image quality improve-
ment for the routine clinical use.

Based on the results of the above study, in the clini-
cal routine at the Medical PET Group of the German
Cancer Research Center, the MRP-OSEM reconstruc-
tion method is used for the patient data, using four
subsets and four to eight iterations. The standard low-
count dynamic emission acquisition protocols em-
ployed do not allow the use of more subsets and the
above-mentioned quantitative study on a representative
sample of patient data verified that four is the optimal
number of subsets for this kind of data. Values of 0.2—
0.4 for the MRP coefficient are currently used, as
higher values might excessively blur the reconstructed
images and reduce contrast and small lesion detectabil-
ity. With the implementation scheme described earlier,
it takes about three to four hours for the reconstruction

Table 5. Image quality variations by changing the MRP
coefficient (over four iterations and six subsets)

of a complete dynamic study (23 frames of 63 slices
each) using MRP-OSEM on a PC under Windows NT
4.0. For a typical whole-body investigation with five bed
positions, results can be obtained in less than one hour,
with the first images obtained even before the patient
leaves the tomograph’s bed.

Figure 5 shows one cross section from a dynamic liver
study with FDG, showing a large metastatic lesion on the
left liver lobe, iteratively reconstructed using the meth-
ods presented here. The last time frames (12 to 15)
have been added together and reconstructed using four
subsets and six iterations and a B = 0.2 of the MRP coef-
ficient. The MRP-OSISRA technique shows increased
streak artifacts, and blurs the body and ROI contours.
The MRP-OSSAGE is not providing any visible improve-
ment from the MRP-OSEM. The difference images in
Figure 6 verify these observations (quantitative difference
of the MRP-OSISRA, MRP-OSSAGE, and MRP-OSWLS
images from the one reconstructed with MRP-OSEM).

A characteristic streak artifact along the arms is visible

OSISRA

Best Value Worst Value
Method B  Contrast SNR B  Contrast SNR
OSSAGE 0.3 1.118 0906 0.9 0.999 0.817 Figure 5. Cross sections from a liver study (metastatic lesion
OSEM 0.4 1.087 0.883 0.1 0.982 0.786 on the left lobe) with FDG reconstructed with OSEM (upper
OSWLS 0.6 0.954 0.658 0.9 0.819 0557 left), OSISRA (upper right), OSSAGE (lower left), and OS-
OSISRA 0.8 0.530 0.457 0.1 0.431 0.369 WLS (lower right), with MRP (B = 0.2), four subsets and six it-

erations.
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in all images due to the limited attenuation correction
scheme applied to the measured data. The inefficient at-
tenuation correction is mainly due to the fact that the
transmission scans, particularly on long attenuation
paths such as horizontal lines along the arms, contain
very few events in several projections. This problem is
accentuated after randoms correction since several of
these LORs contain relatively large negative values that
render the calculation of the ACFs even more imprecise.
Therefore, measured attenuation correction using calcu-
lated ACFs from the ratio of a smoothed blank and a
transmission scan is not adequate for short-interval 2D
dynamic acquisitions with a low-count short transmission
scan. Alternatively, the ACFs can be computed by using a
forward projection of the attenuation p-maps generated
by iterative reconstruction of the transmission scans.
Attenuation correction with ACFs calculated with the
measured attenuation correction of the tomograph’s
software produces an image with strong streak artifacts
that can potentially lead to false-positive diagnoses. Fig-
ure 7 shows the same cross section displayed in Figure
5, iteratively reconstructed using the same reconstruc-
tion parameters with OSEM and OSISRA. Iterative re-
construction of the non-smoothed blank (1 hour) and
transmission scans (10 minutes) with the MRP-OSGA
method and subsequent calculation of the ACFs pro-
duces attenuation corrected emission images without
streak artifacts. The study of the quantitative subtrac-
tion image of the reconstructed cross section from the

OSEM - OSSAGE

Figure 6. Difference images from the reconstructed cross sec-
tions shown in Figure 5. The quantitative subtraction is shown
of the OSEM reconstructed image from the image recon-
structed with OSISRA (upper left), OSSAGE (upper right),
and OSWLS (lower right).

OSISRA

Figure 7. Cross sections from the same liver study shown in Figure
5 (upper row), with OSEM (upper left) and OSISRA (upper
right) after attenuation correction using the ACFs calculated af-
ter iterative reconstruction of the transmission scans, using
the same reconstruction parameters. The quantitative subtrac-
tion is shown (lower left) between the OSEM reconstructed cross
section shown in Figure 5 and the OSEM reconstructed image
shown here.

liver, using OSEM and the two different approaches for
the attenuation correction, is also shown in Figure 6.
The main difference between those images is the streak
artifact along the patient’s arms. This is eliminated in
the case of the OSEM reconstruction with the use of it-
eratively reconstructed transmission scan.

In summary of the above results, the ordered subsets
approach and the approach of the MRP Bayesian regu-
larization of iteratively reconstructed images from clini-
cal PET data sets, either dynamic or static, allow both
efficient performance and noise control for the MLEM,
ISRA, WLS, and SAGE algorithms. Furthermore, an ad-
equate solution has been presented to the problem of
artifacts in the emission images due to suboptimal at-
tenuation correction, with the use of the estimation of
the attenuation correction factors from iteratively re-
constructed attenuation maps. Optimal selection of the
reconstruction parameters for each acquisition proto-
col can be performed with the methodology presented
here. In addition, the implementation framework (dis-
tributed PC workstations and Web-based interface) can
be easily applied and used by nuclear medicine physi-
cians and scientists in their daily clinical routine. The
critical step of the transition of iterative image recon-
struction for emission tomography from the level of re-
search investigations to applied clinical use has been
achieved.
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Conclusions

IIR methods for emission tomography have been briefly
discussed, with emphasis on the EM, WLS, ISRA, and
SAGE algorithms, with the use of MRP to control noise
in the reconstructed images. Ordered-subsets accelera-
tion has been applied to all these methods significantly
accelerating their convergence rate. A quantitative
study of the quality of the reconstructed images, re-
vealed that the MRP-OSEM method provides the best
results on the data typically acquired at the Medical
PET Group of the German Cancer Research Center at
four to eight iterations and four subsets, using values
around 0.2-0.4 for the MRP coefficient.

Application of the median root prior regularization
and ordered subsets acceleration has been extended
to the case of iterative reconstruction of the transmis-
sion images with the gradient algorithm. The use of
the MRP- OSGA technique allows a more accurate cal-
culation of the attenuation correction coefficients
than the conventional method using the smoothed ra-
tio of the blank and transmission scans. Its application
leads to improved quality of the iteratively recon-
structed emission images by removing streak artifacts
in the reconstructed emission images along high atten-
uation paths.

In order to bring the above results to the daily rou-
tine of a typical PET center, an efficient implementa-
tion of the IIR methods presented has been described,
using fast-networked PC workstations and a Web-based
interface. This work showed that IIR for clinical PET,
even for multi-frame dynamic studies, does not require
dedicated high-performance computing systems. Effi-
cient reconstruction can be achieved with better man-
agement of the existing infrastructure (usually in PCs)
in a PET center, using distributed processing princi-
ples. A main advantage of the approach proposed here
is the physical separation of the reconstruction software
from its interface. The user is able to input the desired
reconstruction parameters for a particular investigation
using a Web-based form, accessible even from outside
the center.

One frame (with 63 cross-section slices) from a typi-
cal PET scan with the tomograph used can be recon-
structed in less than 10 minutes (depending on the
parameters and methods used), whereas, a complete dy-
namic study of 23 such frames can be reconstructed in
about three to four hours* immediately following the
completion of the data acquisition. The quasi-parallel
implementation scheme allows the simultaneous re-
construction of several such investigations on the avail-
able workstations operating on the network. The
approach presented here opens the way for the effi-
cient clinical implementation and practical use of mod-
ern iterative image reconstruction schemes in the
everyday PET clinical routine.
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